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Abstract – With the growth of Internet, there has 

been a tremendous increase in the number of 

attacks and therefore Intrusion Detection Systems 

(IDS’s) has become a main stream of information 

security. The purpose of IDS is to help the 

computer systems to deal with attacks. This 

anomaly detection system creates a database of 

normal behaviour and deviations from the normal 

behaviour to trigger during the occurrence of 

intrusions. Based on the source of data, IDS is 

classified into Host based IDS and Network based 

IDS. In network based IDS, the individual packets 

flowing through the network are analyzed where 

as in host based IDS the activities on the single 

computer or host are analyzed. The feature 

selection used in IDS helps to reduce the 

classification time. In this paper, the IDS for 

detecting the attacks effectively has been proposed 

and implemented. For this purpose, a new feature 

selection algorithm called Optimal Feature 

Selection algorithm based on Information Gain 

Ratio has been proposed and implemented. This 

feature selection algorithm selects optimal number 

of features from KDD Cup dataset. In addition, 

two classification techniques namely Support 

Vector Machine and Rule Based Classification 

have been used for effective classification of the 

data set. This system is very efficient in detecting 

DoS attacks and effectively reduces the false 

alarm rate. The proposed feature selection and 

classification algorithms enhance the performance 

of the IDS in detecting the attacks. 
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I. INTRODUCTION 

Computers have been networked together with 

very large user source and so security has been 

a vital concern in many areas. With the rapid 

growth of internet communication and 

availability of tools to intrude the network, 

security for network has become 

indispensable. Current security policies do not 

sufficiently guard the data stored in the 

databases. Many other technologies like 

firewalls, encryption and authorization 

mechanisms can offer security, but they are 
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still sensitive for attacks from hackers who 

takes advantage of the system flaws [3] .To 

protect these systems from being attacked by 

intruders, a new Intrusion Detection System 

has been proposed and implemented in this 

project work, which combines a simple feature 

selection algorithm and SVM technique to 

detect attacks in [9].  

Using KDD cup data set and Data Mining 

extract the hidden predictive information from 

large Databases. It is a powerful new 

technology with great potential that helps 

companies focus on the most important 

information in their data warehouses. Data 

mining can be applied to any kind of 

information repository. However, algorithms 

and approaches may differ when applied to 

different types of data. Recently, internet has 

become a part of daily life. The current 

internets based on information processing 

systems are prone to different kind of threats 

which lead to various types of damages 

resulting in significant losses. Therefore, the 

importance of information security is evolving 

quickly.  

The most basic goal of network security is to 

develop defensive networking systems which 

are secure from unauthorized access, using 

disclosure, disruption, modification, or 

destruction in [10]. Moreover, network 

security minimizes the risks related to the 

main security goals like confidentiality, 

integrity and availability. 

II. BACKGROUND WORK 

In recent times, network security has been the 

subject of many research works with advent of 

internet. There are many works in the literature 

that discuss about Intrusion Detection System. 

IDSs are used to detect the attacks made by 

intruders [2]. Sindhu et al proposed a genetic 

based feature selection algorithm for minimizing 

the computational complexity of the classifier. Lee 

et al proposed an adaptive data mining approach 

for intrusion detection in which association rules 

and frequent episodes derived from audit data are 

used as the basis for the feature selection process. 

Xiang and Lim proposed a misuse IDS using 

multiple level hybrid classifier. Moradi and 

Zulkernine [4] presented IDS that uses ANN for 

effective intrusion detection.  

One of the limitations of their approach is that it 

increases the training time. Sarasamma et al 

proposed a novel multilevel hierarchical Kohonen 

networks to detect intrusions in networks. In their 

work, they randomly selected data points from 

KDD Cup 99 to train and test the classifier. 

Jianping Li et al [6] proposed a new method based 

on Continuous Random Function for selecting 

appropriate feature sets to perform network 

intrusion detection. There are many classification 

algorithms based on SVM that are found in the 

literature for IDS. For example, an algorithm 

called Tree Structured Multiclass SVM had been 

proposed by Snehal A. Mulay et al for classifying 

data effectively. There are many works in the 

literature that discuss about preprocessing. Most of 
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the real life problems definitely need an optimal 

and acceptable solution rather than calculating 

them precisely at the cost of degraded 

performance, time and space. The feature selection 

search started with null set where features were 

added one by one or it was started with a full set of 

features where features were eliminated one by 

one. Li et al proposed a wrapper based feature 

selection algorithm in order to develop an IDS. 

The feature selection algorithm proposed by 

Geetha Raman ideals with the statistical method 

for analyzing the voluminous KDD Cup dataset.  

There are many works in the literature that discuss 

about classification techniques and tools. Support 

Vector Machines (SVM) were the classifiers 

which were originally designed for binary 

classification. Debar et al developed a Neural 

Network model for IDS. Du Hongle et al proposed 

an improved v‐FSVM through introduction 

membership to each data point. Dewan Md. Farid 

proposed a new learning approach for network 

intrusion detection using naïve Bayesian classifier 

and ID3 algorithm is presented, which identifies 

effective attributes from the training dataset, 

calculates the conditional probabilities for the best 

attribute values, and then correctly classifies all 

the examples of training and testing dataset.  

The SVM based intrusion detection system 

combines a hierarchical clustering algorithm, a 

simple feature selection procedure, and the SVM 

technique. 

 

 

Data Preparation Subsystem 

Data Collector  

The Data collection agent collects the records 

from the KDD’99 cup data set. This data is sent to 

the data preprocessing module for pre‐processing 

the data. The records collected from the KDD cup 

dataset may be a normal data or an attacked data. 

Pre‐processing Module 

Pre‐processing techniques are necessary for data 

reduction since it is quiet complex to process huge 

amount of network traffic data with all features to 

detect intruders in real time and to provide 

prevention methods. 

Classification Subsystem 

Rule Based Classifier 

In this system, decisions on anomaly intrusion 

detection and prevention are improved by the 

application of rules fired using the rule system 

invoked by the intelligent agents. The main 

advantage of using rules with knowledge base is 

that it helps to perform effective decision making 

on intrusions. 

Support Vector Machine 

SVM is the learning machine that can perform 

binary classification and regression estimation 

tasks. They are becoming increasingly popular as a 

new paradigm of classification and learning 

because of two important factors. First, unlike the 

other classification techniques, SVM minimizes 

the expected error rather than minimizing the 

classification error. Second, SVM employs the 
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duality theory of mathematical programming to 

get a dual problem that admits efficient 

computational methods. 

III. PROPOSED WORK 

 
Proposed Algorithm for Optimal Feature 

Selection 

This algorithm has been developed by calculating 

Information Gain Ratio for attribute selection. In 

order to achieve this, the data set D is divided into 

n number of classes Ci. The attributes Fi having 

maximum number of non‐zero values are chosen 

by the agent and the Information Gain Ratio (IGR) 

is computed using equations: 

𝑖𝑛𝑓𝑜(𝐷) =  − ∑ [
𝑓𝑟𝑒𝑞(𝐶𝑗,𝐷)

|𝐷|
] log2 [

𝑓𝑟𝑒𝑞(𝐶𝑗,𝐷)

|𝐷|
]𝑚

𝑗−1 (1)  

𝑖𝑛𝑓𝑜 (𝐹) =  ∑ [
|𝐹𝑖|

|𝐹|
] ∗ 𝑖𝑛𝑓𝑜(𝐹𝑖)𝑛

𝑖=1                     (2) 

𝐼𝐺𝑅 (𝐴𝑖) =  [
𝑖𝑛𝑓𝑜(𝐷)−𝑖𝑛𝑓𝑜(𝐹)

𝑖𝑛𝑓𝑜(𝐷)+𝑖𝑛𝑓𝑜(𝐹)
] ∗ 100                 (3)  

The steps of the optimal feature selection 

algorithm are as follows. 

Algorithm: Intelligent Agent based Attribute 

Selection Algorithm 

Input: Set of 41 features from KDD’99 Cup data 

set 

Output: Reduced set of features R 

1. Select the attributes which have variation in 

their values. 

2.  Calculate the Info (D) values for the selected 

attributes using the equation 1. 

3. Select the attributes which have maximum  

 

4. number of non‐zero values. 

5. Calculate the Info(F) value for the attributes 

selected in step 3 using the equation 2. 

6.  Calculate the IGR value using the equation 3. 

7.  Depending on the IGR value, select the 

attributes. 

The OFS algorithm has selected 10 important 

features for effectively detecting the attacks and to 

reduce the computation time. 

The pseudo code for optimal feature selection is 

given below. 

Input the data set d 

1. for each column in the data set 

2. Select non‐varying columns 

3. end for 

4. for each non‐varying columns 

5. calculate frequency of each value in the data 

set 

6. calculate info(d) 

7. end for 

8. for each column with maximum no. of 

non‐zero values 

9. calculate frequency of each value 

10. calculate info(f) 

11. end for 

12. for each column 

13. calculate IGR value 

14. end for 

In this chapter, the algorithm to implement the 

OFS is presented. The next chapter discusses the 

implementation and analysis the performance 

results of the project. 
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IV. IMPLEMENTATION 

 

a) Optimal Feature Selection 

The normal feature selection algorithms take large 

computation time for calculating IGR values. 

Hence in this work, a new feature selection 

algorithm called Optimal Feature Selection 

algorithm that reduces the time taken for 

computation is proposed and implemented. This 

algorithm calculates the Information Gain Ratio 

(IGR) value for the varying attributes in the data 

set. It performs column reduction based on the 

IGR value. OFS increases the accuracy in 

detection and reduces the false alarm rates. The 

simulated attacks fall in one of the following four 

categories namely, Denial of Service (DoS), User 

to Root (U2R), Remote to Local (R2L) and Probe 

attack. 

Table 1 : 41 features in kdd’99 dataset 

 

Calculation of info (D) 

The information gain criterion is derived 

from information theory. The essential idea of 

information theory is that the information 

conveyed by a message depends on the probability 

and can be measured in bits as minus the 

logarithm of base 2 of that probability. Suppose 

we have a dataset D with q classes C1,…Cn. 

Suppose further that we have a possible test x with 

m  utcomes that partitions D into m subsets 

D1,…,Dm. For a numeric attribute, m=2, since we 

only perform binary split. The probability that is 

selected one record from the set D of data records 

and announce that if belongs to some class Cj is 

given by , 

∑ [
𝑓𝑟𝑒𝑞(𝐶𝑗,𝐷)

|𝐷|
]𝑚

𝑗=1                             (4) 

Where freq (Cj, D) represents the number of data 

records(points) of the class Cj in D, while |D| is 

the total number of data records in D. So the 

information that is convey is 

− log2 [
𝑓𝑟𝑒𝑞(𝐶𝑗,𝐷)

|𝐷|
] 𝑏𝑖𝑡𝑠                              (5) 

To find the expected information needed to 

identify the class of a data record in D before 

partitioning occurs, summation is performed over 

the classes in proportion to their frequencies in D, 

in eq. (1). Now, suppose that the dataset D has 

been partitioned in accordance with the m 

outcomes of the test x. The expected amount of 

information needed to identify the class of a data 

record in D after the partitioning has occurred, can 

be found as the weighted sum over the subsets, as 
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shown in eq. (2). The information gained due to 

the partition is: 

𝐺𝑎𝑖𝑛(𝐴𝑖) =  𝑖𝑛𝑓𝑜(𝐷) −  𝑖𝑛𝑓𝑜(𝐹)                 (6) 

Clearly, it is necessary to maximize the gain. The 

gain criterion is to elect the test or cut the 

maximizes the gain to partition the current data. 

 

V. CONCLUSION 

In this work, a new IDS has been proposed and 

implemented by combining an Optimal Feature 

Selection (OFS) algorithm and two classification  

techniques for securing the system. The 

computation time taken for detecting and 

classifying the records using all the forty one 

features of the KDD’99 cup data set is observed to 

be large. The proposed feature selection algorithm 

selects only the important features that help in 

reducing the time taken for detecting and 

classifying the records. Further the rule based 

classifier and SVM help achieve a greater 

accuracy. The main advantage of the proposed 

IDS is that it reduces the false positive rates and 

also reduces the computation time. 
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